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Dall’Acqua and Tamburini Toward a linguistically grounded dialog model for chatbot design

The adherence to an Intent-Entity-Context-Response paradigm allow to apply the
language pattern of the NCF to various platforms and use-cases. Specifically, the exam-
ples shown in the textbook are all realized on Watson, but we think that the same pat-
terns could be realized also on other platforms with the same paradigm, like Google’s
Dialogflow. Furthermore Moore and Arar (2019) methodology is primarily focused on
the realization of vocal conversational interaction in English, but we argue that the same
patterns with slight adaptation could be implemented also in textual conversational
interfaces and in other languages, like in Italian.

3. A roadmap towards the implementation

3.1 A possible proposal: a summary roadmap

In this section, we provide a practical-procedural workflow for approaching chatbot
projects based on our work experience in the field and on the most influential textbook
guidelines on this topic (Cohen, Giangola, and Balogh 2004; Pearl 2016; Shevat 2017;
Hall 2018; Dasgupta 2018; McTear 2020). This workflow is made of macro and micro-
levels integrated together and should involve stakeholders from different departments,
considering at least the joint effort of marketing, linguistic design and the technical
development orchestrated by a flexible methodology that opens with the project’s
requirements definition up to the implementation.

Figure 2
Schema for the proposed roadmap.

The stage of project’s requirements definition produces as output the acknowl-
edgement of the feasibility of the conversational agent’s project, the identification of
the potential target users and of the technical requirements the application should
possess. We substantially agree with the procedure proposed in Cohen et al. (2004,
46) that covers three micro-levels: understanding the business, understanding the user,
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technical requirements. There are multiple business issues that need to be understood and
questions to be answered. Answering these questions can provide significant guidance
to also write down metrics for the overall evaluation of the project.

The second element of the requirement phase is the understanding of the popu-
lation of expected target users, which needs to be understood both in terms of char-
acteristics/needs and of usage modality. Cohen et al. (2004, 49) list various elements for
understanding and taking into account the final user’s needs and characteristics.

The second perspective regards how, when, where and why the final users will use
the application (Cohen, Giangola, and Balogh 2004, 50). They suggest also two practical
ways to get these information: a preliminary overview of the various touchpoints of
the company focusing on offered functionalities and transmitted feels, and organizing
meeting with the company. The key attitude to develop to gain this information coin-
cides with the first stage of the Design Thinking process assumed in Moore and Arar
(2019), empathize. Empathy towards the interlocutors to get an understanding of the
business and the users can be obtained through observations of how the final users
currently interact with the industry or resolve the task that will be supplied by the
chatbots, or through the engagement of the people directly involved. From a linguistic
point of view, examples of useful materials to collect and analyze may be emails, call
transcripts, or messagges from the final users to the company.

The third requirement is getting an understanding of the application, focusing on
the technical requirements of it. This stage is a prerogative of the technical department
and its main point is getting an understanding of the application from a technical point
of view, evaluating the feasibility itself and the strategies that need to be elaborated for
solving tasks and subtasks.

The second macro-level point is definition, whose goal is to draw conclusions from
the preliminary analysis of the project’s requirements in order to define user needs
more formally. We identify three elements that have to be defined: goal statements,
user personas and agent personas. With goal statements we mean the definition of key
design criteria learned from the analysis of requirements. They involve the definition of
user goals grouped into broader statements, defined also with respect to the technical,
financial and organizational constraints of the specific project.

The user personas is a fictional representation of the target user: a systematization of
the collected user’s qualities to define a prototype of who will typically interact with
the final product. The user personas should also reflect the users’ pain points, in order
to improve the user journey. From our personal experience in the field, an efficient way
to systematize the users’ pain points is to write them down synthetically and associate
them with benefits that the chatbot could provide in relation to them. An example is
shown in Table 1.

The last element of the second section is the definition of some characteristics of
the agent personas (Hall 2018; Cohen, Giangola, and Balogh 2004; Pearl 2016). In our
experience on the field, we do agree with the synthetical sketch proposed in Moore
and Arar (2019) that splits the agent personas design into three components: agent job
description, agent personality and agent self-knowledge. A starting point for describing the
qualities and the language of an agent, is imagining a job it is supposed to do. What role
is the agent supposed to substitute or replace? Trying to list down duties and activities
the chatbot is intended to assolve and the expected experiences and qualifications, as
if it was a real job candidature, can help to be consistent also in the design itself and
throughout the project. This procedure helps to identify jargon and recurrent technical
terms the chatbot is supposed to manage. The agent personality needs to be characterized
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Table 1
Pain points in the user journey associated with possible chatbot’s benefits.

Pain Points Chatbot benefits
Long waiting time on the phone Instant answer or escalation to an operator

Difficult information retrieval
Personalised user journey to the retrieved
information starting with an initial disam-
biguation

Hard understanding of complex
and long documents

Systematisation of information in small slots
and simplified language

in terms of communicative style, its level of formality and generally the tone of voice
the target users expect to find in the conversational agent they are talking to. Two other
core issues of the agent personality are the assignment of a gender to a chatbot, with
the cultural and social implications that this may bring with, and the opportunity of
humor in it. From our experience on the field, strongly anthropomorphized chatbots
usually do belong to a gender, which most of the time is female (West, Kraut, and Chew
2019). There are also cases of neutral chatbots that reproduce an animal, a vegetable or a
fantasy character. It depends on what kind of character or conception of gender we aim
to reproduce in a virtual reality, being aware of the risk of reproducing virtually biases
or prejudices belonging to the real word (Strengers and Kennedy 2020).

Humor can be an efficient strategy to build trust, especially if used in secondary
responses that do not cover the main topics of the chatbot. Since the users expect
a chatbot to be productive and efficient (Brandtzæg and Følstad 2017, 2018; Piccolo,
Mensio, and Alani 2018; Zamora 2017), humoristic responses rather than informative
ones can be counterproductive and may indeed frustrate the user. On the other hand,
receiving a humoristic answer in an unexpected context such as online conversation
with a machine, can increase the surprise effect and it may induce the users to continue
the conversation (Jain et al. 2018).

Another correlated aspect involved in sketching a chatbot personality is the defini-
tion of some conversational paths that do not constitute the core topics of the chatbots
but they are in some way related to it and can entertain the user. For example, a
customer-service chatbot of an online motorbike clothing may provide an answer for a
question like “What is your favourite motorbike brand?”.3 Another way to reinforce the
users’ confidence towards the agent is working on the agent self-knowledge (Przegalin-
ska et al. 2020; Følstad and Brandtzaeg 2020; Følstad, Nordheim, and Bjørkli 2018). A
conversational agent can not have real perception of itself, but providing conversational
paths that may help the users to navigate the conversational space created by the chatbot
and the chatbot itself can be an efficient way for helping the user understanding what
the chatbot can actually do and say and asking him more pertinent questions. Questions
like this may regard the chatbot itself (“What are you?” “Are you a human?” “What is a

3 Business and commercial constraints have to be considered as well. In this case, the chatbot may not be
able to provide an answer citing a specific brand, and therefore indirectly supporting a brand, but it can
answer with a generic: “In my lonely virtual world I can only ride the wings of fantasy”. Furthermore,
some popular NLU platforms like Dialogflow contain pre-built conversational agents enriched with
small-talks conversational paths covering generic topics such as weather, hour or day of the week.
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chabot?”) or the competences of the chatbot (“What can you do?” “What can I ask you?”
“What do you know’”).

The third step in the proposed methodology is called mock-up & ground truth.
Once the target users and the goal statements have been sketched out, we can move on
to the drafting of the conversational perimeter. This term identifies a sort of table that holds
together the groups of topics managed by the agent, structured in a way that reflects the
Intent-Entity-Context-Response paradigm of the most common NLU platforms. In this
phase, it is important to define the intents coherently and functionally to the goals of
the agent. If conversational data collected during the preliminary phase such as call
phone transcripts or emails are available, we suggest to group them following a bottom-
up labelling approach. This approach consists of first grouping collected utterances into
wide general categories, like “questions”, “problems”, “getting information” and then
proceeds refactoring and splitting the so funded categories into more specific ones,
considering for example the topic of the question, the action required to satisfy it and so
on. Through this procedure we can both identify intents and train them with authentic
linguistic material that constitute the so-called training phrases. A schema of how it
works is shown in Figure 3 representing a schematisation of the reasonings behind
the identification of the topics that will be handled by the agent, but it is not proper
conversational perimeter as we mean it.

Figure 3
Schema of the bottom-up labelling approach for the perimeter design.

The conversational perimeter is the final elaboration of this reasoning. It also
includes a section dedicated to the responses, that should coincide with the actual
responses that the agent gives in chat and has to be updated with new information
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or modifications. Furthermore, it also contains some examples of the training phrases,
utterances that final users can potentially say to formulate a request. Training phrases
are categorized in intents, in turn grouped according to the topic they refer to. A conver-
sational perimeter offers a systematization of the topics handled by the conversational
agent, organized in intents like the platform it will be developed on; and it shows
how simple question-answer exchanges will be managed directly in chat, with some
examples of utterances the final users may produce and the answers they will be
given. Table 2 shows the different section of a conversational perimeter, re-adapting
the utterances from Figure 3 to the final elaboration of the perimeter.

Table 2
A section of a conversational perimeter.

Topic Training phrases Intent Response

Consegna

Quando consegnate?
Posso sapere gli orari di con-
segna?
Quando fate la consegna?

Consegna_orari
Consegniamo tutti i giorni
della settimana, compresi i
festivi.

Consegna Consegnate all’estero?
Consegnate solo in Italia? Consegna_estero Consegniamo solo in Italia,

non all’estero.

Consegna Quanto costa la consegna? Consegna_costi
Il costo della consegna è gra-
tuito per gli utenti registrati
e di 4 euro per gli ospiti.

Consegna

La consegna non mi è ar-
rivata.
Il pacco è in ritardo.
Devo segnalare una con-
segna in ritardo.
La mia consegna non si è
verificata.

Consegna_ritardo

Se ritieni che ci sia un
ritardo di consegna, posso
inoltrare una segnalazione al
servizio clienti, mi basta solo
qualche tuo dato.

Pagamenti

Posso pagare con carta di
credito?
Posso pagare con satispay?
Posso pagare con contanti?

Pagamenti_metodi
Puoi pagare con paypal,
satispay e carta di credito
registrata.

Pagamenti Mi devo registrare al sito per
pagare? Pagamenti_account

Puoi comprare dal nostro
sito sia come ospite sia come
utente registrato, a te la
scelta!

We need to consider that a complete conversational perimeter is usually much
bigger than this: it depends on the specific project, but in our experience it can contain
between fifty and one hundred intents. Furthermore, it contains only the simplest
form of interaction: the responses are static, which means that they do not change
dynamically taking information from external sources, but they are always the same,
even though on the most common NLU platforms they can be randomized, that is to
a specific intent can be associated with one or more responses randomly picked-up by
the agent to create conversational variety. The form of the responses should respect the
basic language-specific pragmatic norms, as shown in section 4.

The second micro-level step of the mock-up and ground truth mapping is dedicated
to the dialog strategy, concerned with the effective building of the dialogue. It answers
the question: how will the back and forth between the agent and the final users be?
Will generally the agent start the conversation or the user? If the conversation flow is
supposed to be more complicated than a simple question-answer and it requires the
following of a specific path, we recommend the use of graphical tools for visualising
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the steps of the path we have imagined and possible variations, such as Google Draw
or XMind.

Mock-up transcripts is thought especially for more complex flows, that need more
than one conversational turn to be developed and that may also be represented on
one of the graphical tools mentioned above. In this phase there are two alternatives
that can be pursued. From one side we can simply write down the dialogues we
would like to reproduce with the agent (Cohen et al. (2004) and Pearl (2016) call them
sample dialogues) and read it aloud to see if they sound human before implementing it,
using either programming languages or commercial platforms that allow to concatenate
conversational flows reproducing the characteristics identified by CA mentioned before.
Alternatively, instead of creating the flows from scratch and implementing them, our
proposal considers the Natural Conversation Framework and especially the sequential
patterns proposed by Moore and Arar (2019). The latter approach appears more inno-
vative and more structured, and it is the one we would like to adopt.

The final macro-level step of the roadmap is the concrete realization of the agent
and consequently the effective implementation of the defined flows and selected se-
quential patterns on a NLU platform, on specific chatbot tools or using the most com-
mon programming languages.

After the implementation, a fundamental step before the roll out is testing. Like
McTear (2020) claims, there is still no unified and univocal testing approach, but it
depends on the implementation method behind the agent (Deriu et al. 2020) and on
the project’s requirements that need to be evaluated. Testing has a double function:
to evaluate the efficiency of the developed application and, if possible, to improve
the actual functionalities with a tuning activity. From our experience on the field, we
suggest various test steps before the final roll-out. This allows developers and design-
ers to evaluate the results and, if necessary, to tune some aspects of the application
before the final version. A dialog transversal test (Cohen, Giangola, and Balogh 2004;
Pearl 2016) for evaluating the behaviour of the system in every dialogue state and in
every condition seems very important, trying out some out-of-perimeter utterances to
verify the proper response of the system also in such cases. A fundamental aspect that
needs to be considered in this context, is that a conversational agent is a constantly-in-
progress creature: even though it is finished and especially if it supports a NLU tool, it
needs to be updated with new linguistic materials in order to make the performances
better and better. It has to be seen as an alive creature and project, that is nurtured by
language and, in some way, produces language: therefore, training and maintenance
are continuative activities. There are multiple elements that can be tuned or updated to
make the performance of the chatbot better: the training phrases in natural language,
the responses in case of changings in the information to deliver, new conversational
paths. Table 3 shows a possible evaluation framework taken from our experience on
the field and resulted from the combination of two variables: in/out of perimeter, which is
referred to the coherence of the utterance produced by the user in relation to the conver-
sational perimeter of the conversational agent; and correct/wrong, which is the effective
evaluation of the response given by the conversational agent in that specific context.
From every possible combination of these variables we provide possible improvements
that can be undertaken.

4. Adaptation of the methodology and implementation

After the definition of a theoretical approach rooted in pragmatics and a practical-
computational operating procedure towards the implementation, in this section we
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Table 3
Evaluation grid.

In perimeter Out of perimeter

Correct

The user’s utterance is in perimeter and
the chatbot answers with the expected
associated response: no improvements
needed.

The user’s utterance is out of perimeter
and the chatbot answers properly acti-
vating the expected fallback intent: no
improvements needed.

Wrong

The user’s utterance is in perimeter and
the chatbot answers wrongly
with a response associated with another
intent. Improvements may be: updating
the training phrases of the missed in-
tent, verifying the training phrases of
other intents that may cause
miss-match, or modify the response
with more information.

The user’s utterance is out of perime-
ter and the chatbot doesn’t activate
the fallback intent,but a response as-
sociated with another intent. Improve-
ments may be: adding more training
phrases to a fallback intent, adding
training phrases to the missed intent,
verifying training phrases that may
have caused miss-match.

expand and enrich the procedural workflow with the implementation of a selection of
patterns on one of the most authoritative NLU commercial platforms also for the Italian
language, namely Google’s Dialogflow (Zubania et al. 2020).

The selection of the patterns has been made according to two criteria: (a) the adap-
tation to a text-based modality of interaction; (b) the suitability to a customer-service
context (Szymanski and Moore 2018).

We elaborate a general customer-service case study on which we transpose a se-
lection of patterns in Italian. This practical section on the implementation aims to
demonstrate the high generalizability of the approach, still considering the language-
specific pragmatic implications in prompt design, and its suitability also to business-
oriented contexts of use.

4.1 General case-study description

The structure of conversation belonging to a customer-service domain is similar to
the more general category of service conversations, i.e. dialogic exchanges in which
a person (in the role of a customer or a citizen) requests services or information and
another person on behalf of an organization or an institution, provides services or
information.

Since the focus of our work is not to build a comprehensive conversational agent
but to demonstrate the effectiveness of our methodology for the design of sequential
flows, we do not dwell on the details of the conversational perimeter of the case-study.

It suffices to say that it is a customer-service chatbot, whose goal is to provide
repetitive information to support customers on the e-commerce of a chain of shops.
It can provide information about typical online-shopping requests, such as deliveries,
expeditions, payments and returns and it manages issues and problems related to the
state of the orders. Customers may own a fidelity card, a card they collect points on to
gain special discounts. Furthermore, customers can register on the website and activate
an online profile with all the details on their customer’s situation. Even though the
main goal of the conversational agent is not to perform complex task, it should be able
to support the final users through the registration process on the website. The chatbot
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handles it through some questions focused on the extraction of data. We can distinguish
between two kinds of data to extract: (a) user’s name and user’s email address are
necessary data to complete the registration process. Without the collection of these data,
the registration can not be performed; (b) the fidelity card number is an optional data.
If the user decides to not provide it or the user does not possess a fidelity card, the
registration process it is not compromised.

The registration process is the interaction that we are going to transpose in Italian
using the NCF pattern and implement on Google’s Dialogflow, in order to demonstrate
the validity and the high generalizability of the presented theoretical and methodologi-
cal approach.

4.2 Pattern selection and transposition

The registration process on the website can be realised basically associating three
patterns of the NCF described in Table 4, namely the pattern A2.6 Open Request
Summary the pattern A2.7 Warrant Request & Refusal and the pattern A2.11 Open
Request Repairs.They all belong the the first group of pattern, conversational activities,
and therefore help to manage what happens inside the boundaries of the conversation
itself.

As shown in the section 2.4, each pattern is made of an abstract model of social
actions in capital letters and an adaptation of the pattern to an hypothetical dialogue.

The pattern A2.6 Open Request Summmary manages requests that need a progressive
level of detail to be satisfied, like a registration process, in which a set of data need
to be collected in order to perform an action or to fill-in a module. The peculiarity of
this pattern is the final summary at line (8), that should allow a user’s confirmation or
modification of the inserted information. The modification can be performed using the
pattern A2.11 Open Request Repairs, which handles repair procedures. The pattern A2.7
Warrant Request & Refusal manages user’s questions concerning a detail request and the
possible refusal of giving a specific data. As described in 4.1, we have both compulsory
and optional data that need to be handled in different way.

In the next section, we explain the pragmatic aspect we take into account for the
transposition into Italian and we then implement them on Google’s Dialogflow.

4.3 Pragmatic aspects for the transposition into Italian

The pragmatic-functionalist perspective adopted in this work emerges both in the turn-
taking sequential structure of the patterns of NCF and in the transposition of the chosen
sequential patterns into the Italian language. The observations made by Cohen et al.
(2004) about prompts design are still actual and rich in ideas, but they are concerned
exclusively with the English language.

In our work these aspects become relevant for the distribution of content in the
Italian transposition of the selected patterns. We are going to transpose patterns from
a language to another, namely from English to Italian, respecting the predominant
tendency of positioning on the left side of the utterance the topic/given information and
the comment/new information on the rest of the sentence. This norm can be violated
for obtaining particular sense-effects and for enlightening a part of an utterance that in a
normal order of the component would instead be positioned at the end of the sentence.
In Italian the most used strategies for producing this effect on a written channel of
communication are the inversion of the normal order of the syntactic components
through focalizations such as dislocations and cleft sentences.
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Table 4
Selected patterns for the transposition into Italian.

Pattern A2.6 Open Request Summary
1 U: PARTIAL REQUEST U: I need to register
2 A: DETAIL REQUEST A: Okay. What’s your name?
3 U: DETAIL U: Dave Bowman.
4 A: DETAIL REQUEST A: What’s your job title?
5 U: DETAIL U: astronaut

6 A: DETAIL REQUEST A: What is your organiza-
tional affiliation?

7 U: DETAIL U: NASA

8 A: REQUEST SUMMARY A: So Dave Bowman, Astronaut at
Nasa. Is that correct?

9 U: SUMMARY CONFIRM U: yes
10 A: GRANT A: Ok.
11 U: SEQUENCE CLOSER U: thank you
12 A: RECEIPT A: You’re welcome!
Pattern A2.7 Warrant Request & Refusal
1 A: DETAIL REQUEST A: What’s your job title?
2 U: WARRANT REQUEST U: why do you need to know?

3 A: WARRANT
A: Job title enables us to know the
range of professions of our partici-
pants.

4 U: REFUSAL U: none of your business.

5 A: ACKNOWLEDGMENT A: No problem. What’s your organiza-
tional affiliation?

Pattern A2.11 Open Request Repairs

1 U: FULL REQUEST U: Can you recommend a nearby Mex-
ican restaurant?

2 A: GRANT A: Mario’s located at Beach and Main.
3 U: REPAIR INITIATOR U: What do you mean?

4 A: REPAIR
A: The Mexican Restaurant, Mario’s,
is located at the intersection of Beach
Boulevard and Main Street.

5 U: SEQUENCE CLOSER U: thanks

Another element on which Cohen et al. (2004) dwell on are discourse markers and
their use in prompts’s content design for conversational agents in English, organized
into various classes of use and considered an efficient strategy for enhancing the nat-
ural flow of conversational technology. Without going deeper into the classification of
discourse markers in Italian (among the others Bazzanella (1995) and Berretta (1984)),
it suffice to say that we will take them into consideration for their pragmatic impact
on sentences organizations and structures during the patterns’ transposition. In Italian,
they are indeed significantly important for their interactional function on both sides of
the speakers, their meta-textual function as demarcations, focalizations and riformula-
tions and finally for their cognitive functions (Bazzanella 2008). As Cohen et al. claim, it
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can be that discourse markers are perceived as informal or slang, even though they are
classified as a functional category with no explicit formality degree.

What instead has to do with the level of formality of an utterance and a piece of dis-
course in general (Clark 1996), are register and consistency. Even though the definition of
register is controversial (Bazzanella 2008), we can say it involves the psychological and
social rapports between the speakers, the circumstances in which the communication
takes place and the adopted channel (Halliday 1994). This is one of the dimensions of
variations of language. Other dimensions of variations are determined by the spatial
origins and the geographical distribution of the speakers, by socio-cultural elements
such as level of instruction, age and competences and channel of communication. Espe-
cially in technical or highly specialized work context, the use of jargon is an important
issue to take into account. It is indeed acceptable if all the speakers do share similar
background and analogous competencies in relations to the main content expressed by
the conversational agent we are working on.

The channel of communication is also an issue with significant implications on
the distribution of content and therefore on relation to the drafting of the responses.
Without deepening into the characterization of the language variations adopted in
digital contexts of communication, we have to consider that the variant of language
adopted with a text-based conversational agent is an intermediate solution between the
two opposite poles of written and oral language. This variation takes place in a written
form but it shares important elements with speech (Pistolesi 2018), since it is a type of
writing that considers more the acoustic effect than the visual one.

All these sociolinguistic and pragmatic aspects have to be considered as require-
ments for transposing the selected patterns into Italian. In the next section, we are going
to outline a generic customer-service use-case and in followings there is the effective
realization and transposition of the patterns on Google Dialogflow.

4.4 Implementation on Google’s Dialogflow

We realize the selected NCF patterns on Google’s Dialogflow ES.
The three patterns have been combined together in order to cover multiple

scenarios we may face during a registration process. For doing that, we implemented
fourteen intents on Dialogflow

01_reg_00_registrazione_generico 01_reg_03_registrazione_riepilogo
01_reg_01_giustificazione_nome 01_reg_03_rifiuto_email
01_reg_01_registrazione_carta 01_reg_03_spiegazione_email
01_reg_01_rifiuto_nome 01_reg_04_modifica_dati
01_reg_02_registrazione_email 01_reg_04_riepilogo_corretto
01_reg_02_spiegazione_tessera 01_reg_04_riepilogo_negativo
01_reg_02_tessera_rifiuto 01_reg_05_ringraziamenti

connected together by input and output contexts manually set and we use three system
entities for the parameter extraction: (a) sys.person to extract and memorise the user’s
name, (b) sys.number to extract and memorise the fidelity card’s number and (c) sys.email
to extract and memorise the user’s email.

The opening intent 01_reg_00_registrazione_generico is activated by training phrases
that express the intention of starting a registration process on the website. As Figure 4
displays, the contents’ distribution of the agent’s response follows the topic/comment
order described in 4.3: the first part introduces the registration process already known
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by the user, since he/she asked for it, and prepares the speaker to provide a set of
data. In this case, the user provides the requested data and the user’s name is thus
memorised through the annotation of the training phrases with the sys.person entity
and the extraction of the corresponding parameter.

Figure 4
Realization of the pattern Open Request Summary. (TRANS. U:I would like to register/A:Ok, in
order to register on the site and create your own profile, I must first collect some of your data.
Let’s begin. What’s your name? Write your name and surname/U: Paolo Rossi).

As the pattern A2.7 Warrant Request & Refusal demonstrates, repetitive pat-
terns in a process based on the data extraction, such as the outlined registra-
tion, are users’ requests of warranty and explanation concerning a specific data.
We provided two intents for managing questions about the reasons of request-
ing a name in this context and the refusal of providing it, respectively the in-
tent 01_reg_01_giustificazione_nome and the intent 01_reg_01_rifiuto_nome, both con-
ncted to the hierarchical intent 01_reg_00_registrazione_generico by contexts. The intent
01_reg_01_rifiuto_nome is also subordinated to the 01_reg_01_giustificazione_nome, which
means that after an explanation’s request by the user the chatbot is able to handle also
a refusal of providing the requested data (see Figure 5).

The chatbot’s responses are more extended then the examples provided by Moore
and Arar (2019). This is because we are specifically working on a text-based interface,
which allows us to insert also a bit longer prompt than with only vocal conversational
assistant. As we claimed in Section 4.1, the user’s name is a required information with-
out which the registration process cannot be performed. The conversational agent offers
an alternative to the user, ("Se vuoi, puoi registrarti anche dal vivo, ti basta andare alla cassa
[...]") because we are in a business-oriented context, where the customer satisfaction is
the most important requirement (Gnewuch, Morana, and Maedche 2017). If after the
activation of the intent 01_reg_01_rifiuto_nome the user at the end provides the name,
the registration process can proceed again.

The second data to extract is the fidelity card number, which is not compulsory and
it can be skipped without compromising the registration. Also in this case we have a
good path (Pearl 2016) where the number is immediately provided, and two expanding
intents used to manage clarification’s requests and refusal related to this topic, namely
the intent 01_reg_02_spiegazione_tessera and the intent 01_reg_02_tessera_rifiuto. Since the
fidelity card number is not a sensibile data, instead of a warranty we provide further
explanation about the number (where it is, what it is, why it is requested) and possibility
of managing refusal, especially if determined by incomprehension, impossibility to find
the card or absence of the card (see Figure 6).

In any case, if the fidelity’s card has been provided or not, the registration conver-
sational flows proceeds to the third and last data, the user’s email, which is, like the
name, a compulsory data to complete the registration, and it is therefore handled by the
intents 01_reg_03_rifiuto_email and 01_reg_03_spiegazione_email with training phrases
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Figure 5
Realization of the pattern Warrant Request & Refusal. (TRANS. A:Ok,...same as
before...surname/U:Why is it needed?/A:The name is an essential requirement to start the
registration process. It will be entered in our databases to associate all the information in your
profile uniquely with you. What’s your name?/U:I don’t want to provide it/A:Ok, as you like.
Without your name, however, I cannot help you register. If you want, you can also register live,
just go to the cashier of one of our stores during opening hours and ask for help from one of our
sales staff).

similar to ones dedicated to the name, with the difference that they are annotated with
the sys.email entity.

As displayed in the pattern A2.6 Open Request Summary, after the collection
of data we have a summary of all the provided information memorised through
contexts and reported in the responses of the intent 01_reg_03_registrazione_riepilogo
through coding some specific variables through a specific Dialogflow syntax, as Fig-
ure 7 shows. These are the responses that the conversational agent displays once the
01_reg_03_registrazione_riepilogo is activated by the insertion of an email address. They
contain parameters associated to the data extracted with entities and stored in the
conversational flow through contexts, according to the form: #context-name.parameter-
name. The two responses are chosen randomly from Dialogflow: it means that there is
no certainty that if the user did not provide the fidelity card’s number in the flow the
conversational agent will display the response with “carta fedeltà non fornita”. Our tests
reveal a tendency to choose the appropriate response according to the collected data,
but for more precise result we recommend to customize the response with some code.
In Figure 8 we show how they appear if filled with the corresponding value.

The summary ends with a agent’s request of confirmation before validating the
inserted data. If the user confirms, the data are validated and the sequence can be
closed with a sequence closer and its reception. If the users would like to modify one
of the inserted data, a repair procedure can be started. The repair procedure can pass
through the intermediate intent 01_reg_04_riepilogo_negativo, where the user simply
acknowledges that the proposed summary is not the correct, or it can directly acti-
vate the intent 01_reg_04_modifica_dati, the core-intent of the repair. Figure 9 shows a
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Figure 6
Realization of a slightly modified version of the pattern Warrant Request & Refusal according to
the type of data to extract. (TRANS. A:Perfect, what is your loyalty card code?/U:Which
code?/A:The code can be found on the back of your loyalty card. It is used to uniquely identify
you as our customer and associate the points you have collected so far with in-store purchases to
your online profile. You can write it here in chat/U:I cannot find it/A:I see, it doesn’t matter. You
can update this section of your profile with your loyalty card details at any time. To end the
registration, I need one more data. What is your e-mail address?).

Figure 7
Dialogflow’s syntax for the final recap in the pattern Open Request Summary.

repair procedure with the activation of both the intents 01_reg_04_riepilogo_negativo
and 01_reg_04_modifica_dati.

The repair procedure is handled by the intent 01_reg_04_modifica_dati, connected to
the previous ones by contexts and whose training phrases are annotated with the system
entities used before. The difference here is that the parameters associated to the entities
and extracted from the user’s sentences are saved with another value. The new extracted
value is used in the response with the same #context-name.parameter-name syn-
tax, in order to overwrite the previous value with the new one. The next figures show
the parameter section in Dialogflow and the responses with the extracted parameters.

The prompts are enriched with discourse markers that functionally structure the
progression of the conversational flow ("Va bene", "Ok, quindi", "Ok", "Perfetto","Ottimo,
abbiamo finito").

This demonstration does not expect to exhaust all the possibilities and expansions
that a comprehensive registration process may present. The repair procedure handles
for instance the modification of a single data and we did not focus on the insertion of
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Figure 8
Realization of the pattern Open Request Summary with the two scenarios: in the first conversation
the user provides all the requested data while in the second the users does not provide the
fidelity card number. (TRANS. First Part: A:Ok,...as in Figure 5...surname/U:Anna
Rossi/A:Perfect, what is your loyalty card code?/U:12345/A:OK thanks. Now I need an email
address to forward communications and offers to/U:annarossi@gmail.com/A:Good, we have
finished. Summarising: ... Is it correct? Second Part: ...same as before... U:/I do not have it/A:I see,
it doesn’t matter. You can update this section of your profile with your loyalty card details at any
time. To end the registration, I need one more data. What is your e-mail
address?/U:giuseppeverdi@gmail.com/A: ...same as before...).

unexpected or wrong-spelled data. The goal of our implementation is to demonstrate
the effectiveness and the validity of an approach, which is supported by an high-level
theoretical method and which is easily transposable into other languages and using
various NLU commercial platforms.
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Figure 9
Realization of the pattern Open Request Summary and Open Request Repairs. (TRANS. The first 7
steps as in previous figures/U:No/A:Ok, which information would you like to change?/U:I would
like to change the email in annabianchi@hotmail.com/A:Ok,...same as before.../U: Yes/A:Perfect.
Soon, you will receive a communication to the email address you indicated to complete the
registration/U:Thank you/A:You are welcome!).

5. Conclusions and future directions

We have therefore obtained a formal, highly generalisable procedure for building con-
versational agents. Our procedure is explicitly anchored to Conversation Analysis as au-
thoritative methodological approach for realising sequential exchanges and reproduc-
ing typical features of human conversational interactions. We additionally transposed
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Figure 10
Dialogflow’s syntax and parameters for the realization of the pattern Open Request Repairs.

the patterns in Italian considering the pragmatic implications of the chosen language
and selected a flexible case-study that allows to easily recreate the patterns in multiple
contexts and situations.

The generalisability of the selected patterns is thus subordinated to two main
factors: the cultural implications that may occur in the transposition of the patterns
into another language and the level of complexity of the conversational flows to im-
plement. The problem of the transposition of the pattern deals with the pragmatics of
the language and the cultural expectations related to the customer experience that may
influence the dialogue design as well. As Brandtzaeg and Følstad (2017) claim the search
of productivity in chatbot use is explicitly anchored to Western culture. This aspect
conditions the entire dialogue design, for example in positioning the chatbot scope
within the very first conversational turns, in order to not waste time. In our experience,
the adaptation of the pattern have been made between two rather culturally similar
language, but it might not have been the same with, for example, an oriental culture and
its language. Beyond the strictly linguistic aspects, also the project requirements and the
agent personas definitions are also culturally defined (Ruane, Birhane, and Ventresque
2019; Cardinal, Gonzales, and Rose 2020). The generalisability of the patterns is also de-
termined by the scope of the specific conversational agent that need to be implemented
and by the level of granularity of the conversational flows it should have: the patterns
can been seen as a base model that can be simplified or complicated depending on the
individual needs.

As future directions of our research, we are going to further investigating the
applicability of this approach on the Dialogflow CX version and possibly on other
commercial NLU platforms.
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Transforming numerical data into natural language descriptions (data-to-text) requires present-
ing the data in the correct context, supplementing plausible details, and creating an overall coher-
ent and non-conflicting narrative. In this work, we propose a generate-extract-correct pipeline
for the task. We use transfer learning with an auxiliary task of keeping high-frequency word
sequences from the training data for text generation. We then apply information extraction to
the generated text to check its accuracy, followed by correction, and thus ensure the coherence of
the generated narrative. We demonstrate the effectiveness of this approach with both objective and
subjective evaluations. Using an empirical evaluation, we show that people rated our system’s
outputs similarly to human-written text regarding its coherence, conciseness, and grammar.

1. Introduction

In recent years, there has been an increasing interest in automatically generating text
descriptions or dialogue from structured data (Puduppully, Dong, and Lapata 2019;
Wiseman, Shieber, and Rush 2017; Rebuffel et al. 2020; Kale and Rastogi 2020). Data-
to-text, broadly speaking, refers to tasks where a system is provided with data in a
machine-readable format, e.g., RDF or tabular data, and needs to produce human-
readable text based on the data. Because data-to-text techniques can enable machines
to communicate with people in a natural, narrative way, they have enormous potential
for real-world applications, especially with the fast development of semantic web,
knowledge graph, and automated data analysis tools in recent years.

Given its primary function of communicating data with people, we infer three
desiderata for data-to-text generation techniques. First of all, the data-to-text genera-
tion needs to ensure it conveys accurate information. This requires providing correct
data and avoiding confusion in the generated text. Confusion can come from multiple
sources, including redundancy and inconsistency in information, violating common
sense, and incorrect grammar. Since people read sequentially, data-to-text generation
can be viewed as an iterative grounding process, where the beginning part should
ground the latter part of the generated text. Secondly, the generated narrative needs
to be relatively concise while not hurting readability. Being concise can help deliver
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Overview of the approach

information more effectively and reduce the inclusion of data that does not exist in the
input, and is hallucinated by the language model. Finally, the generated text should
typically follow the same writing style and have the same topic and word choice
preferences as the training examples to provide a familiar reading experience.

Multiple datasets have been used for exploring the data-to-text task, including
RotoWire (Wiseman, Shieber, and Rush 2017), WebNLG (Gardent et al. 2017), and
E2E (Novikova, Dušek, and Rieser 2017). We choose to work with the RotoWire dataset.
The RotoWire dataset contains statistics of NBA basketball games with corresponding
human-written narratives. This dataset presents a unique challenge by requiring models
to form relatively long narrative descriptions with many numbers embedded in them
(14.25 sentences and 25.49 numbers per description on average). Previous works on this
dataset utilized explicit content planning, attention, and copy mechanisms, but can still
suffer from insufficient fluency and accuracy in the generated text. Both hurt peoples’
reading experience and prevent them from understanding the data without confusion.
Section 2 summarizes related work, and Section 3 discusses the imperfections in their
generated text.

We propose a three-step generate–extract–correct pipeline for the data-to-text task
as shown in Figure 1. This model helps to ground the generated text by emphasizing its
accuracy and reducing potential confusion. It does so by having specific fact-checking
and correction procedures after text generation. For generating the text, we investigate
two techniques for enhancing transfer learning-based data-to-text techniques. First, to
improve the language model’s capacity to learn the local structure and word choices
from the training data, we mine high-frequency trigrams from the training data. During
the transfer learning process, we add an auxiliary task of learning these trigram word
combinations. This technique helps our model produce text written in the same style as
the training samples, and hence, helps the readers comprehend them. Secondly, instead
of directly outputting the generated text, we employ an extract-correct post-processing
step to improve the generated text’s accuracy. First, information extraction is applied to
the generated text for retrieving the information mentioned in it. The retrieved contents
are then compared with the input data for checking their accuracy. If mistakes are found,
they are fixed in the subsequent correction step. This can significantly reduce generation
errors introduced by the pre-trained language models.
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2. Related Work

Early approaches to data-to-task have relied on domain-specific knowledge and cu-
ration by experts. Such techniques can generate coherent narratives, but suffer from
lacking flexibility and variations in the generated text. These approaches often involve
developing complex rule-based templates in collaboration with experts in the field, as
in (Reiter et al. 2005). More recently, deep learning techniques have been employed to
encode data records into a semantic vector space, which can then be decoded and trans-
lated into output summaries. Early work in deep-learning-based data-to-text models
often linearizes the input records, encoding them as a sequence of facts. (Wiseman,
Shieber, and Rush 2017) shows the limitations of using recurrent architectures on such
large structured data, which often fails to capture long-term relationships in the data.
More recently and in contrast to the practice of linearly encoding records, (Puduppully,
Dong, and Lapata 2019; Rebuffel et al. 2020) have used more complex schemes to encode
input records, taking into account content planning and the structure of the input
records. These models focus on end-to-end training and utilize planning or attention
mechanisms, arguing that the previous linear encoding of input records has prevented
models from extracting meaningful relationships hidden in the data.

Many recent advances in natural language processing have been attributed to the
Transformer architecture (Vaswani et al. 2017), which not only have a strong language
comprehension capacity but are also able to leverage language modeling skills to gener-
ate fluent text (Radford et al. 2019). Transfer learning, in which models are pre-trained
on an unrelated, data-rich task, and later finetuned on a downstream task, has been
shown to be very effective in many tasks (Raffel et al. 2020). In particular, (Kale and
Rastogi 2020) demonstrates that finetuning the T5 model outperformed many other
multi-stage pipelined approaches in three data-to-text benchmarks. The tasks in (Kale
and Rastogi 2020) only require short-scale generations. In contrast, the RotoWire dataset
contains longer narrative descriptions with many numbers (average of 24), posing a
very different challenge.

The idea of rewriting part of the generated text for achieving a better quality has
been explored in a few works. (He, Peng, and Liang 2019) used rewriting to increase the
"surprise" factor of a generated sentence, and thus make the sentences more fun to read.
(Song et al. 2020) rewrites the generated dialogue to make its tone consistent with the
speaker’s personality profile. In this work, we apply the rewriting idea to improve the
accuracy of the generated text.

This work seeks to combine multiple aspects of recent advances in data-to-text
and broader text generation by performing a multi-task (Luong et al. 2016) transfer
learning on transformer architectures for the data-to-text task, and by introducing a
post-processing module to improve the accuracy of generated descriptions. In contrast
to previous work, we argue that the transformer model would be good at extracting
latent relationships in input data due to their strong language and understanding skills,
even if that data is encoded linearly. Our results show we can dependently improve
transfer learning for data-to-text tasks based on multiple language models, including
T5 (Raffel et al. 2020).

3. Case Studies of Generation Errors

The sentences in the generated text need to be grounded in their context, i.e., they
need to be accurate and consistent with each other. Unfortunately, because of the
complexity of the task, existing models often cannot ensure self-consistency, contain
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Table 1
Duplicate percentage, average numbers of records, sentences, erroneous records, and
duplication per generated description on the test set. Compared between human written
descriptions (Gold), [Wiseman, Shieber, and Rush 2017]’s template-based model (Template) and
neural model (WS-2017), [Rebuffel et al. 2020]’s best model (Heir-k), [Puduppully, Dong, and
Lapata 2019]’s best model (NCP+CC), and our best model (BartTri+Fact).

Model Dup % # Rec # Sent # Err DupSent

Gold 0.14 % 25.49 14.25 1.49 0.05
Template 0.01 % 54.26 8.11 0.59 0.88
WS-2017 30.58 % 45.18 15.19 11.23 1.69
Heir-k 13.34 % 32.61 14.10 6.38 0.21
NCP+CC 15.77 % 45.96 12.11 5.52 0.89
BartTri+Fact 1.27 % 55.38 13.03 5.10 0.07

inaccurate records, and suffer other readability issues. This section provides examples of
these challenges in generations achieved with previous SOTA models on the RotoWire
dataset. Complete examples can be found in Appendix A.

3.1 Duplicate Information

A common issue with the generated text is that it includes redundant or repeated
information. Take, for example, the following excerpt generated from the model defined
in (Puduppully, Dong, and Lapata 2019):

Tristan Thompson chipped in with seven points and 13 rebounds, marking his first double-double
of the year. Tristan Thompson chipped in seven points and 13 rebounds as the starting power
forward. Ersan Ilyasova had a solid game off the bench with 21 points (8-13 FG, 4-6
3Pt) and four rebounds. Gerald Henderson scored 11 (5-9 FG , 1-4 3PT) and Ersan Ilyasova
had a team-high of 21 points (8-13 FG, 4-6 3Pt) and grabbing four rebounds. It was a
season-high for Ilyasova, who hadn’t reached double figures in points twice this season.
Gerald Henderson had 11 points (5-9 FG, 1-4 3Pt) as well.

Sets of duplicate information are highlighted with italics, boldface, and underlines
respectively. To get an estimate of the number of semantically similar sentences in the
generated descriptions, we run a simple cosine similarity test. Two sentences are consid-
ered duplicate if the cosine similarity of their average word2vec embeddings (Rehurek
and Sojka 2011) is greater than 0.9. Using this technique, we get an average of 0.89
pairs of redundant sentences per description on the test set for (Puduppully, Dong,
and Lapata 2019) (See Table 1 for full statistics), implying that almost every generated
description has some form of duplicate information. Further, by extracting records from
generated descriptions using an information extraction system, we see 15.77% duplicate
records for (Puduppully, Dong, and Lapata 2019) and 30.58% for (Wiseman, Shieber, and
Rush 2017) as shown in Table 1.

The duplication can affect the overall readability of the generated descriptions,
impacting their coherency and conciseness. We address this issue by finetuning large
transformer language models, which have been shown to generate consistent text with
minimal duplicates.
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3.2 Erroneous Information

In many cases, SOTA models generate sentences with erroneous information, such as
records that didn’t exist in the data, or incorrect scores. Below are excerpts from (Pudup-
pully, Dong, and Lapata 2019) and (Rebuffel et al. 2020) that show these inconsistencies,
highlighted in bold:

1. Greg Beasley led the bench with 17 points, two rebounds, two assists and
one steal.

2. Kobe Bryant led the Lakers with 26 points (10 - 20 FG, 2 - 4 3Pt, 4 - 4 FT), 12
rebounds, four assists, one steal and one block in 38 minutes.

3. The Memphis Grizzlies (5 - 2) defeated the Phoenix Suns (3 - 2) Monday 1 -
2 at the Talking Stick Resort Arena in Phoenix.

In the first example, “Greg Beasley” is not an actual player in the NBA, and in the second
and third examples, incorrect scores were generated. Using an information extraction
system (see Section 5.1 for details) and comparing extracted records to actual input
records, we found an average of 11.23 incorrect records per generated description for
(Wiseman, Shieber, and Rush 2017)’s neural model, and 5.52 incorrect records per gen-
erated description for the (Puduppully, Dong, and Lapata 2019) model. We address this
issue by post-processing generated descriptions and correcting erroneous information
in an ad hoc fashion.

A more significant issue is that the text descriptions used in training often contain
sentences that refer to information not existing in the input data and, therefore, are not
grounded by data. For example, the text in Table 2 mentions, “The Sixers will return
to action on Wednesday, when they host the Sacramento Kings for their next game.”
Data-to-text models often learn the “need” of adding sentences like this due to their
prevalence in the text used for training. However, the RotoWire dataset does not contain
data on each team’s next match, so the model ends up making up the information in the
generated text. This issue where models generate text but cannot relate it with real-
world data is a severe limitation of many data-to-text models. Since writers often utilize
information outside of the paired data in their writings, it is hard for machine learning
models to address this without external knowledge. In (Reiter et al. 2005) where human
authored templates are used for text generation, this problem is particularly avoided
by generating more concise descriptions and including more real data in the generated
text. As shown in Table 1, the average number of records mentioned in the generated
text is 54.26 in (Reiter et al. 2005), while the average number of sentences used is only
8.11. In Gold, i.e., the training data, the average number of records is only 25.49, and
the average number of sentences is 14.25. Other models typically also generate text that
includes more records than Gold. Our model generates text with a very similar number
of records as the template model. We believe, as a result, our generated text contains
less made-up information and is more grounded.

3.3 Grammar and Consistency of Text

Sometimes, generated text can be awkwardly phrased, affecting readability. Excerpts
from descriptions generated using the model from (Puduppully, Dong, and Lapata
2019) display this:
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Table 2
Sample data-record table (top) paired with a truncated human-written news summary (bottom).
Corresponding records are bolded.

Team WIN LOSS PTS DREB FG3_PCT ...
Raptors 11 6 122 34 68 ...
76ers 4 14 95 26 41 ...
Player H/V PTS AST REB FG TO ...
Carroll H 10 3 5 4 0 ...
Siakam H 8 0 3 4 1 ...
Henderson V 0 2 1 0 1 ...

The host Toronto Raptors defeated the Philadelphia 76ers, 122 - 95, at Air Canada Center on Monday. The
Raptors came into this game as a monster favorite and they didn’t leave any doubt with this result. Toronto
just continuously piled it on, as they won each quarter by at least four points. The Raptors were lights-out
shooting, as they went 55 percent from the field and 68 percent from three-point range. They also held the
Sixers to just 42 percent from the field and dominated the defensive rebounding, 34 - 26. ... The Sixers will
return to action on Wednesday, when they host the Sacramento Kings for their next game. ...

1. However, a standout effort in the second half was the play of the dynamic
duo of D’Angelo Russell and D’Angelo Russell, who combined for 51
points on the night.

2. Derrick Favors ( knee ) sat this one out with a sore back, while Gordon
Hayward returned ...

3. The Pacers are now 2 - 3 in the first three games of their nine - game
homestand. They are now 2 - 3 on the road this season.

The first example duplicates the same entity in the same sentence. The last two examples
contain contradictions: Derrick Favors injured his knee but sat out with a sore back, and
the Pacers’ win-loss ratio is 2 - 3, when they are described to have only played three
games so far. We address this issue by adding an auxiliary objective while finetuning the
language model, which is designed to help the model keep high-frequency sequences
of words together and better learn the writing styles of professional sports summaries.

3.4 Balance of Statistics vs. Descriptors

While it is often beneficial for the descriptions to include many statistics about a game,
there has to be a balance between the number of records and descriptive sentences about
the game or the players. If a description contains too many records, it can often feel
like reading a wall of data, in which case the information would be better conveyed
through a table. However, if there are too few records, readers may not be satisfied.
(Wiseman, Shieber, and Rush 2017)’s Template model skews towards “wall of data”,
containing over 54 records in only 8.11 sentences on average (Table 1). We rely on our
language model and the auxiliary training objective to learn the correct ratio of records
to descriptors.
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4. Proposed Approach

To address the challenges presented in data-to-text generation, we decompose the
generation task into three steps: generation, information extraction, and correction. The
generation pass involves four steps as shown in Figure 1:

1. Tokenize the input record table R, extract frequent sequences (trigrams)
from R.

2. Use transfer learning to finetune a language model with an auxiliary task
of learning high-frequency word sequences from training data via trigram
penalty.

3. Feed tokenized input into the finetuned language model, generate text y.

4. Feed y into the Fact-Check module, receive final text y′.

We hypothesize that a pretrained language model will be able to overcome the du-
plication and fluency challenges identified in Sections 3.1 and 3.3. We test our approach
on three state of the art language models: T5 (Raffel et al. 2020), Bart (Lewis et al. 2020),
and Pegasus (Zhang et al. 2019). T5 was employed by (Kale and Rastogi 2020) for data-
to-text tasks. BART and Pegasus are selected because we believe their BERT style bi-
directional encoders can efficiently attend to our input records, and their GPT-2 style
auto-regressive decoders are ideal for generating fluent text.

While our generation system is not trained end-to-end, it is automated and does not
require human intervention during execution. We also argue for its simplicity. Retrain-
ing the system for working with another dataset will only require a quick finetuning
pass (averaging about 1 hour on an Nvidia Titan RTX) rather than the full training
process from scratch.

4.1 Tokenization and Notation

To pass a table of records R to a language model, we first tokenize the data by prefacing
records with “special field” tokens. Our finetuning pass then optimizes a cross-entropy
loss between the model’s output y and professionally written text ŷ, with an added
auxiliary task for learning high-frequency word sequences in the training data.

Adopting the notation from (Puduppully, Dong, and Lapata 2019), the input to our
model, R, is a table of records from match m (see the top of Table 2 for an example.)
Each data record rj has 5 features: the entity which it belongs to (rj,1; e.g. Cavaliers,
Stephen Curry), its value (rj,2; e.g. 102, Golden State), its relation type (rj,3; e.g. POINTS,
REBOUNDS), whether the record belongs to the home or away team (rj,4; HOME or
AWAY), and whether the record belongs to a team or a player (rj,5; TEAM or PLAYER),
represented as {rj,k}5k=1. The total number of records is given by |R|. The output y is
a text description of R containing words y1 · · · y|y|, where |y| is the length of the text.
The gold text description paired with each R in the dataset is then ŷ. See Table 2 for an
example record table (top) and paired text description (bottom).

Records and descriptions are tokenized using byte-pair encoding (BPE). To model
each record rj , we introduce multiple special field tokens that each correspond to a
specific record relation type and whether the record belongs to a team or a player (rj,3
and rj,5). This ensures that the representation for a record type is never split by the

229



Italian Journal of Computational Linguistics Volume 7, Number 1-2

tokenizer, and reduces the total size of our tokenized input (at the cost of a slightly
increased vocabulary), allowing us to pass a longer context to the model.

For each matchm’s table of recordsR, we start by tokenizing the team-level records
such as team-wins and team-points, then we follow with the records for all the players.
We also add special “HOME” and “AWAY” tokens that separate each new entity and
gives the model information about which team each record belongs to (rj,4). For each
match, we first convert the table of records to an easily tokenizable string. For example,
the table of records given by the top part of Table 2 would be converted to the following
string:

<|HOME|> Raptors <|TM-PTS|> 122 <|TM-REB|> 42
<|TM-AST|> 22 <|TM-WINS|> 11 <|TM-LOSSES|> 6
<|AWAY|> 76ers <|TM-PTS|> 95 <|TM-REB|> 38
... ...

4.2 FineTuning and Trigram Penalty

Using the tokenized dataset, we finetune large transformer models to generate the
text description y given the tokenized input R. Finetuning is the process of taking a
model that was initially trained (pre-trained) on a large dataset, and further training
(finetuning) it using the same objective on a different and typically smaller dataset. This
is known as transfer learning (Raffel et al. 2020), and it allows the language model to
learn vocabulary, grammar, structure, and linguistic features of language during the
pre-training step on a vast amount of data, then further finetuning on the data-to-text
dataset allows the model to generate fluent and consistent text with linguistic features
of the new dataset (in our case, the descriptions y).

Algorithm 1: Trigram loss penalty
Data: x, xt−1, xt−2, TG
Result: Penalty: p
p← 1;
foreach R ∈ TG do

if (xt−2, xt−1) ∈ R then
if x /∈ R then

p← p+ 1;
end

end
end

To better learn common phrases in the paired gold text descriptions, we add an
auxiliary task during the finetuning step to increase the likelihood of generating word
sequences frequent in ŷ. We hypothesize that this objective can help the language model
generate text that more closely follow the language patterns in ŷ, and improve the fre-
quency of expressions commonly seen in the training data. After some experimentation,
we chose to focus on trigram sequences. To generate a list of frequent trigrams, we comb
through gold human written text in the training set, create a count of each sequence
of 3 words, and choose the 100 most common sequences. For now, we ignore any
word sequences that contain data records, e.g. “scored 2 points”. Examples of enforced
trigrams include: “double-digit favorite”, “led the way”, “triple - double”, and “of the
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{Cavaliers,102,TEAM-PTS}

{Cavaliers,5,TEAM-WINS}

{Cavaliers,2,TEAM-LOSS}

{76ers,100,TEAM-PTS}

{Philadelphia,1,TEAM-WINS}

Extracted Records

The Cleveland Cavaliers

defeated the host Philadelphia

76ers, 102-100, at Wells Fargo

Center on Wednesday. The

Cavaliers (5 - 2) were expected

to win this game easily, but

Philadelphia (1 - 5) had other

Input Document

Correction Module

The Cleveland Cavaliers

defeated the host Philadelphia

76ers, 102-101, at Wells Fargo

Center on Wednesday. The

Cavaliers (5 - 2) were expected

to win this game easily, but

Philadelphia (0 - 5) had other

Corrected Document

Information
Extraction

Word-span
Extraction

RoBERTa
Transformer

R

Figure 2
Extraction and Correction

season”. Because of the inclusion of such word sequences, this task may indirectly help
the model with topic selection as well.

During finetuning, we minimize a cross-entropy loss with label smoothing (Pereyra
et al. 2017) combined with a penalty factor that scales the loss if frequent trigrams aren’t
being generated (or are only partially generated). Given target word y, output token x,
the previous two tokens xt−1 and xt−2 and a list of frequent trigrams TG, we minimize

L(x, xt−1, xt−2, y, TG) = Cross Entropy(x, y) + α log f(x, xt−1, xt−2, TG)

where α is a hyperparameter to scale the trigram penalty f(x, xt−1, xt−2, TG), given by
Algo. 1.

We also enforce a minimum and maximum length penalty. Output texts are gener-
ated using beam search with a beam size of 4, and we remove duplicate trigrams during
the search to avoid repetition following (Paulus, Xiong, and Socher 2017).

To examine how robust this proposed auxiliary task is for improving the perfor-
mance of transfer learning, we test our approach on three state-of-the-art language
models: T5 (Raffel et al. 2020), Bart (Lewis et al. 2020), and Pegasus (Zhang et al. 2019)
in Table 3.

4.3 Post-Processing Fact-Check

For post-processing, we employ a two-step, extract-and-correct process shown in Fig-
ure 2, relying on an information extraction system to extract records from the generated
text y, then passing these extracted relations along with the accurate input R to a
correction module that replaces those incorrect values in y.
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4.3.1 Information Extraction
For the information extraction (IE) component of our fact-check system, we finetune
a RoBERTa (Liu et al. 2019) transformer with a classifier head to predict rj,3 (i.e. the
relation type between an entity and value) given all pairs of word-spans in an input.
Unrelated pairs are predicted as ε and ignored. Thus, the model learns to minimize

L(θ) = −
∑
j

log
∑

p(rj,3 = r
′

j,3 | rj,1, rj,2; θ)

for all text spans {rj,1, v}. The training dataset for this task was developed in
the same way as the IE dataset proposed in (Wiseman, Shieber, and Rush 2017). We
programmatically extract text spans in the gold summaries by looping through each
entity and number in each sentence, then search the records in R for a relation rj,3
that corresponds to the extracted span. If an entity and number aren’t found together
in R, we give a ε label. A RoBERTa model trained on this dataset achieves an 83.6%
accuracy when evaluated on the test set. This is sufficient to improve generations as part
of the fact-check module, despite being lower than the 90% accuracy claimed by the
CNN/LSTM ensemble IE system (Wiseman, Shieber, and Rush 2017) used to calculate
the objective evaluation metrics.

4.3.2 Correction
Given a sentence, trained RoBERTa model, and corresponding table of records R, we
begin the fact-check by looping through the sentence to extract text spans. For each
word in tokenized sentence, we first check if the word corresponds to an entity rj,1 in
R. Next, we loop through each number v in the sentence and construct a span from the
entity and that value. This span is passed to model along with sentence, which predicts
the relation between the entity and value r

′

j,3. Finally, we check the correct value of v
(i.e. rj,2) given rj,1 and the predicted r

′

j,3, and replace v in sentencewith rj,2 if the values
diverge. This way, we can find sentences with incorrect values in y, replace the wrong
values with the correct ones from corresponding input records, and finally rewrite to
new output text y′. Pseudocode of the whole extraction/correction process is provided
by Algo. 2.

5. Evaluation

We train and evaluate our model on the RotoWire data from the BoxScore dataset (Wise-
man, Shieber, and Rush 2017). There are a total of 4853 distinct text descriptions covering
basketball games played between 1/1/2014 and 3/28/2017. Each game is paired with
an average of 628 records (with an average of 28 separate entities). The descriptions are
relatively long, averaging 337 words in 14 sentences. We followed the same split intro-
duced in the dataset, training on 3398 data/description pairs, using 727 for validation,
and 728 for testing.

To show that the effectiveness of our approach is model-agnostic, we ran objective
evaluations on each of the pretrained T5, Bart, and Pegasus models (See Table 3 for
comparisons.) Note that these models follow the encoder-decoder transformer architec-
ture. Tests with encoder or decoder only models such as BERT and GPT2 were unable
to generate grammatical text for this task. We believe that having a separate encoder
and decoder is ideal for the data-to-text task as it allows for the model to better learn
an internal representation for the input records R, then separately focus on translating
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Algorithm 2: Fact-Check
Data: R,model, sentence
Result: Corrected: sentence
p← 1;
S ← tokenize(sentence);
foreach ent ∈ S do

if ent ∈ [ rj,1 forj ∈ |R| ] then
foreach value ∈ S do

if isNumber(value) then
span← {ent, value};
rel← model.forward(S, span);
rj,2 ← R[ent, rel];
if value 6= rj,2 then

sentence[value]← rj,2
end

end
end

end
end
return sentence

Table 3
Transformer Model Comparison on Test Set.

Model RG CS CO
# P% P% R% DLD%

T5Base 15.33 46.71 22.76 29.40 10.81
T5Tri 19.33 66.56 29.47 33.67 12.38
T5Tri+Fact 25.97 77.68 28.99 35.64 12.67

PsusBase 21.06 54.88 24.85 37.61 14.52
PsusTri 31.31 72.92 28.53 48.43 16.21
PsusTri+Fact 33.31 87.17 31.67 47.33 17.06

BartBase 44.10 80.89 26.66 57.25 14.09
BartTri 46.19 86.14 27.62 58.47 16.56
BartTri+Fact 50.60 89.90 27.60 60.49 16.18

that representation into a text description y. The subscript Base models were trained
without trigram loss and unprocessed. Subscript Tri models were trained with trigram
loss but generated without fact-checking. Finally, subscript Tri+Fact models utilize our
full pipeline, and were trained with trigram loss and processed with fact-checking.

In addition, we compared the performance of our best model with that of (Wiseman,
Shieber, and Rush 2017)’s template-based (Template) model and neural model (WS-
2017), (Puduppully, Dong, and Lapata 2019)’s best model (NCP+CC) and (Rebuffel et
al. 2020)’s best model (Heir-k). Results on the test set can be found in Tables 4-5 (SOTA
results bolded).
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Table 4
Objective Evaluation on Test Set.

Model RG CS CO
# P% P% R% DLD%

Template 54.23 99.95 26.61 59.15 14.44
WS-2017 23.58 75.09 28.25 35.81 15.37
NCP+CC 34.12 88.12 34.49 51.13 18.66
Heir-k 22.83 79.22 34.12 37.88 17.10
BartTri+Fact 50.60 89.90 27.60 60.49 16.18

5.1 Objective Evaluations

We evaluated model outputs on the validation and test sets using the metrics defined
in (Wiseman, Shieber, and Rush 2017). These metrics use a neural ensemble IE system
to extract records from gold description ŷ and our models’ output y. This system
ensembles the predictions from 3 CNN based architectures and 3 Bi-Directional LSTM
based architectures trained to predict relations given all pairs of word-spans in an input.
We then compared whether the extractions align or diverge from the gold summaries.
The following metrics are used:

Relation Generation (RG): measures the “correctness” of the records extracted
from y, as the proportion of extracted records that is also inR, given in terms of precision
P% and number of unique generations #.

Content Selection (CS): measures how well y matches ŷ in terms of selecting which
records to generate, as the proportion of records extracted from y that are also in ŷ, given
in terms of precision P% and recall R%.

Content Ordering (CO): measures how well the order of records in y matches the
order of records in ŷ, given as the normalized Damerau-Levenshtein Distance DLD%
between records extracted from y and ŷ.

(Wiseman, Shieber, and Rush 2017) notes that CS primarily targets the “what to say”
aspect of evaluation, CO focuses on the “when to say it”, and RG targets both.

In addition, we report BLEU, ROUGE-L, and METEOR, using paired human-
written descriptions as a reference. A lot of work on this dataset only reports BLEU.
Like BLEU, ROUGE-L and METEOR are commonly used metrics when evaluat-
ing automated text generation. ROUGE-L emphasizes recall, and METEOR has been
shown to correlate better with human judgment and doesn’t penalize using synonyms
(Denkowski and Lavie 2014).

Table 3 shows that our proposed auxiliary task and post-processing procedures
improved the performances of all three language models. Our pipeline improves eval-
uation results by 2.34% up to 26.4% on average comparing to finetuning the language
models alone. Overall, the BartTri+Fact model performed the best and is what we will use
to compare to the previous state-of-the-art.

Table 4 shows that the BartTri+Fact model performs better on RG# and RG P% than
all other models except for the Template model. For CS, the BartTri+Fact has higher recalls
than all other models, including the Template model.

To further investigate these results, we computed the average length and the
amount of duplication that exists in each model’s output on the test set. The results
are shown in Table 1. BartTri+Fact only generated 0.07 pairs of duplicated sentences per
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Table 5
BLEU, ROUGE-L, and METEOR Scores.

Model Validation Test
BLU ROG MET BLU ROG MET

Gold 100.00 100.00 100.00 100.00 100.00 100.00
Template 8.97 18.54 21.67 8.93 18.59 21.38
WS-2017 14.57 23.00 31.44 14.19 22.86 31.39
NCP+CC 16.19 23.69 32.06 16.50 23.67 31.81
Heir-k 16.30 23.27 33.26 16.50 23.33 33.53
BartTri+Fact 14.19 24.34 34.88 14.52 24.24 34.48

description and 1.27% of duplicate records. This is a notable improvement compared
to other models. While the total numbers of sentences generated by these models are
similar, with less duplication, the descriptions generated by BartTri+Fact contain more
unique records. This can explain why we have better results on RG metrics. Similarly,
the more unique records can account for our higher CS recall. The fact that we have
lower CS precision indicates our generated descriptions do not necessarily follow the
same content plan that the gold descriptions use, and may generate more records that
aren’t mentioned in Gold. As shown in Table 1, generating more records than Gold
is common; and having a higher number of records reduces the amount of made-up
information in the generated text. In fact, our model generated a similar amount of
records as the Template model. However, unlike Template, our model also generates
sufficient descriptor text such that reading the generated descriptions doesn’t feel like
reading a wall of data, as shown by our conciseness and coherence scoring higher than
Template in the subjective evaluations (Table 6). Therefore, we believe our generated
text descriptions are better grounded for the readers.

As shown in Table 5, the BartTri+Fact model has higher METEOR and ROUGE-L
scores, but slightly lower BLEU when compared to other models. This suggests that
the text generated from our models contains a lot of synonyms, which is expected when
using a pretrained language model.

Interestingly, BartTri+Fact improves the CS scores over the base Bart model in both
test and validation sets, while in theory, the post-processing we perform should not
affect content selection (CS). We suspect this may result from the IE model being able
to extract more accurate information in the text generated by BartTri+Fact. Further, the
auxiliary task of learning high-frequency word sequences may have helped the model
select more accurate records.

5.2 Subjective Evaluations

Using the same design as in (Puduppully, Dong, and Lapata 2019), we conducted a
human evaluation study on Amazon Mechanical Turk (MTurk) to assess the subjectively
perceived quality of the generated text. We randomly picked 30 basketball matches in
the test set. We then asked crowd-workers to compare a human-written description
(Gold), and descriptions generated by Template, NCP+CC, Heir-k, and our BartTri+Fact
with each other. For each game, we arranged the 5-tuple of generated description into
pairs for comparison, resulting in 10 pairs. Each pair was shown to 3 different crowd-
workers. They were asked to choose the better description according to:
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Table 6
Results from Subjective Evaluations

Model Grammar Coherency Conciseness

Gold 24.444 26.111 -3.889
Template -48.889 -44.444 -1.667
NCP+CC -10.000 -1.111 -1.111
Heir-k 10.556 1.667 1.667
BartTri+Fact 20.000 13.889 0.000

Coherence: Is the summary easy to read? Does it follow a logical order?
Conciseness: Is the summary concise? Does it avoid redundancy and repetition?
Grammar: Does the summary read fluently? Does it use proper grammar?
All of these questions are important for people’s subjective experiences of whether

the generated text is well-grounded. We recruited 450 subjects. Each made two compar-
isons. This results in a total of 900 comparisons. We then calculated the score of a system
for each criterion as the difference between the percentage of times it was chosen as the
better one and the percentage of times it was chosen as the worse one. The scores range
from -100 (absolute worst) to +100 (absolute best).

The results of this study are displayed in Table 6. The evaluations for BartTri+Fact
are similar to those for Gold with slightly lower Coherence and Grammar scores, but
a better Conciseness score. Counting a score of 1 each time a description generated
from an algorithm is selected, and 0 otherwise, we performed one-way ANOVA on
the subjects’ ratings of Grammar, Coherency, and Conciseness. The results show a
significant difference (p < .05) among the subject’s ratings for Grammar and Coherency,
but not for Conciseness. We performed additional T-tests between the evaluations for
BartTri+Fact and other algorithms using two-tailed unpaired T-tests. At the .05 level, there
is no significant difference between BartTri+Fact and Gold or Heir-k. However, BartTri+Fact
did perform significantly better than NCP+CC and Template in regards to Grammar
and Coherency. Template performs significantly worse in Coherence and Grammar,
probably because of its restricted and rigid sentence templates. Overall, BartTri+Fact was
rated higher than the other generative models (Heir-k and NCP+CC). Our Conciseness
is also slightly higher than every model except Heir-k. This may imply that our system
strikes the right balance between data and descriptors.

6. Conclusion and Future Work

We aim at generating well-grounded text for the data-to-text task by emphasizing its
accuracy, coherency, and conciseness. We propose a generate-extract-correct pipeline
and incorporate an auxiliary task of learning high-frequency word sequences. Evalu-
ations on the RotoWire dataset demonstrate the auxiliary task and the ad hoc extract-
correction processes improved transfer learning performances using all three language
models – BART, T5, and Pegasus. Subjective evaluation using mTurk show that the
results generated by our model are comparable to Gold descriptions.

For future work, we want to look further into the consistency of the generated text.
Minimally, the usage of transition phrases, e.g., "also" and "but" should be consistent
with the conjunction or contradiction relationship between sub-sentences. Furthermore,
the sentiment of a sentence, should be consistent with the comparison in it. This means
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that the attitude towards subjects in a sentence should correlate with the generated
text. For instance, if A defeats B, then A’s score should be higher than B’s. We are
also interested in connecting this work with common sense reasoning. One limitation of
work in this area is the generated text can only state factual information, but not offer
any explanations while human written text often involves some form of explanations
and inferences.
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Appendix A: Qualitative Comparisons

Below we provide two examples of outputs generated by different systems and man-
ually mark issues identified in Section 3. Erroneous information (3.1) in red, duplicate
information (3.2) in blue, inarticulate/illogical sentences (3.3) in green, and inconsistent
sentences (3.3) in orange.

Note that there is a small amount of error, even in gold. For duplication, we only
marked the places where the information appeared at its second or third times. For
spotting inconsistencies, the context needs to be taken into consideration. For example,
in the NCP+CC version of the first example, it first says the game’s date is Friday, then,
later on, says it is Monday and then Tuesday. Similarly, in the BartTri+Fact version, the
Raptors are said to play with both the Knicks and the Nets. In the NCP+CC version
of the second example, Middleton never surpassed the 20-points mark based on prior
information in the paragraph.

Gold – Summary 1

DeMar DeRozan and Terrence Ross combined for a whopping 55 points on 17-of-
28 shooting, helping lead the Raptors to outstanding 51 and 56 percent success rates
from the field and three-point range, respectively. Kyle Lowry went for 18 points,
while DeMarre Carroll supplied 13 points of his own. Jonas Valanciunas registered
an 11-point, 13-rebound double-double. The top-heavy Bucks got their own stellar 30-
point performance from Giannis Antetokounmpo, while Jabari Parker followed with
27 points. However, only one other Bucks player managed to get into double digits in
the scoring column, and that effort came from the bench in the person of Greg Monroe
( 11 points ). Tony Snell ( eight points ), John Henson ( seven points ) and Matthew
Dellavedova ( two points ) considerably underwhelmed, while Milwaukee particularly
struggled from long range, shooting just 17 percent from beyond the arc.

Template – Summary 1

The Toronto Raptors ( 17-7 ) defeated the Milwaukee Bucks ( 11-12 ) 122-100. Giannis
Antetokounmpo scored 30 points ( 13-23 FG, 0-3 3Pt, 4-6 FT ) to go with 9 rebounds.
DeMar DeRozan scored 30 points ( 7-11 FG, 1-1 3Pt, 15-15 FT ) to go with 3 rebounds.
Jabari Parker scored 27 points ( 11-17 FG, 2-3 3Pt, 3-5 FT ) to go with 3 rebounds. Terrence
Ross scored 25 points ( 10-17 FG, 4-6 3Pt, 1-3 FT ) to go with 5 rebounds. Kyle Lowry
scored 18 points ( 5-9 FG, 4-7 3Pt, 4-4 FT ) to go with 3 rebounds. DeMarre Carroll scored
13 points ( 5-12 FG, 3-7 3Pt, 0-0 FT ) to go with 6 rebounds. The Bucks’ next game will
be at home against the Dallas Mavericks, while the Raptors will travel to play the Bulls.

WS-17 – Summary 1

The Toronto Raptors defeated the visiting Milwaukee Bucks, 122-100, at Air Canada
Centre on Friday. The Raptors ( 17-7 ) checked in to Saturday’s contest with only two
wins in their last 11 games, but the Bucks ( 11-12 ) checked in to Friday’s contest with
a 33-point first quarter, and the Bucks ( 11-12 ) checked in to Wednesday’s contest
with a 33-point first quarter. However, the Bucks ( 11-12 ) battled back in the second
half, outscoring the Raptors by a 33-18 margin over the final 12 minutes. However,
the Raptors battled back to make it a one-point game heading into the fourth, but
the Raptors battled back to make it a one-point game at the end of the third quarter.
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The Raptors were led by Giannis Antetokounmpo’s 30 points, which he supplemented
with nine rebounds, five assists, three steals and three blocks. Parker was next with 27
points, three rebounds, two assists and one steal. Parker was next with 27 points, three
rebounds, two assists, one steal and one block. Greg Monroe was next with 11 points,
two rebounds, two assists and a steal. Greg Monroe supplied 11 points, two rebounds,
two assists and a steal. Greg Monroe led the second unit with 11 points, two rebounds,
two assists and a steal. Malcolm Brogdon led the second unit with 23 points, two assists,
two rebounds and three steals. Milwaukee was led by a pair of 30-point efforts from
Kyle Lowry and DeMar DeRozan, with the former adding three rebounds and three
assists, and the latter supplying three rebounds, three assists, three steals and a block.
Norman Powell was next with a bench-leading 25 points, which he supplemented with
five assists, five rebounds and a steal. Jonas Valanciunas posted a 11-point, 12-rebound
double-double that also included an assist, a steal and a block. Cory Joseph led the
second unit with 27 points, seven assists, four rebounds and two steals. The Bucks
remain in last place in the Eastern Conference’s Atlantic Division. They head to Detroit
to take on the Pistons on Tuesday.

NCP+CC – Summary 1

The Toronto Raptors defeated the Milwaukee Bucks, 122-100, at Air Canada Centre on
Friday. The Raptors ( 11-12 ) checked in to Monday’s contest having lost four of their
last six games, but the Raptors ( 17-7 ) were able to pull away in the second half. The
Raptors ( 17-7 ) checked in to Tuesday’s contest with only two road wins in 17 tries, but
the Raptors ( 17-7 ) were able to prevail with a solid road victory. The Raptors ( 17-7
) were led by Jabari Parker’s 27 points, which he supplemented with three rebounds,
two assists, a steal and a block. Giannis Antetokounmpo was right behind him with 30
points, nine rebounds, five assists, three steals and a block. Jabari Parker was next with
27 points, three rebounds, two assists and a steal. Matthew Dellavedova was next with
a bench-leading 27 points, which he supplemented with three rebounds, two assists
and a steal. Matthew Dellavedova supplied two points, 10 assists and a rebound. The
Raptors remain in last place in the Eastern Conference’s Central Division. They head
to Cleveland to take on the Cavaliers on Sunday night. DeRozan led the way for the
Raptors with 30 points, three assists, three rebounds and a steal. Kyle Lowry was next
with 18 points, seven assists, three rebounds and a steal. DeMarre Carroll registered 13
points, six rebounds, two assists and a steal. Jonas Valanciunas posted a 11-point, 12-
rebound double-double that also included an assist, a steal and a block. The Bucks head
back home to take on the Atlanta Hawks on Monday night, while the Raptors visit the
Cleveland Cavaliers on Friday night as well.

Heir-k – Summary 1

The Toronto Raptors defeated the Milwaukee Bucks, 122-100, at Air Canada Centre
on Monday. The recent form of these teams would indicate an easy Milwaukee win,
but Toronto had other ideas. In fact, the Raptors led for nearly every minute of this
game, with the Raptors having their only lead in the first quarter. Both offenses were
extremely efficient, as they each shot over 53 percent from the field. Toronto dominated
in the interior, as they won the rebounding battle, 46-37 and outscored Milwaukee, 62-
37 in the paint. The assist-to-turnover ratio was a huge factor as well, with the Raptors
recording 26 assists to six turnovers, while the Bucks committed 11 turnovers to 27
assists. Toronto ( 11-12 ) has been regressing over recent weeks and this was a tough
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task north of the border. The bench was the only thing keeping them around, as Terrence
Ross and Terrence Ross both scored in double figures off the bench. In fact, Toronto led
for the entirety of the second half, while holding a double-digit lead for the majority of
that stretch. DeMar DeRozan once again led the team in scoring, as he tallied 30 points,
three rebounds and three assists. Kyle Lowry was second on the team, finishing with
18 points, three rebounds and seven assists. Jonas Valanciunas provided 11 points and
12 rebounds. Terrence Ross was a nice spark off the bench, scoring 25 points on 10-of-
17 shooting. Giannis Antetokounmpo led the Bucks in scoring, tallying 30 points, nine
rebounds and three assists. Kyle Lowry was second on the team, with 18 points, three
rebounds, seven assists and two steals.

BartTri+Fact – Summary 1

The Toronto Raptors ( 17-7 ) defeated the Milwaukee Bucks ( 11-12 ) 122-100 on Wednes-
day at the Air Canada Centre in Toronto. The Raptors got off to a hot start in this one,
out-scoring the Bucks 33-23 in the first quarter and 36-18 in the second quarter. They
were able to coast to a comfortable lead for the rest of the game, as the Bucks weren’t
able to keep up with the Raptors’ high-powered offense. The Bucks were led by Giannis
Antetokounmpo, who tallied 30 points ( 13-23 FG, 0-3 3Pt, 4-6 FT ), nine rebounds,
five assists and three steals in 39 minutes. Jabari Parker followed up with 27 points of
his own, going 11-for-17 from the field and 2-of-3 from the three-point line to score 27
points, while also adding three rebounds, two assists and one steal in 35 minutes. The
only other player to score in double digits for the Bucks was Malcolm Brogdon, who
finished with 4 points ( 2-6 FG, 2-1 FT ) in 23 minutes off the bench. Meanwhile, DeMar
DeRozan led the way for the Raptors, scoring a game-high of 30 points on 7-for- 11
shooting from the floor and 15-for 15 from the free throw line. He added three rebounds
and three assists in 32 minutes. Kyle Lowry finished with 18 points, seven assists and
three rebounds in 34 minutes. DeMarre Carroll and Jonas Valanciunas added 11 points
each, while Terrence Ross chipped in 25 points ( 10-17 FG ) and five rebounds in 21
minutes as a reserve. Jonas Valancunas recorded a double-double of 11 points and 12
rebounds in 23 minutes, while Cory Joseph added seven assists, four rebounds and two
steals in 27 minutes. For the Bucks, it was a forgettable night for the starting five, as John
Henson, Matthew Dellavedova and Tony Snell combined for just nine points on 1-for
8 shooting in 28 minutes. Up next, the Bucks will head home to take on the Wizards
on Friday, while the Raptors will head to New York to play the Knicks on Friday. The
Raps will look to extend their winning streak to five games as they travel to Brooklyn
on Friday to face the Nets.

Gold – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82 on Sunday
at Madison Square Garden in New York. The Bucks were able to have a great night
defensively, giving themselves the scoring advantage in all four quarters. The Bucks
showed superior shooting, going 46 percent from the field, while the Knicks went only
41 percent from the floor. The Bucks also out-rebounded the Knicks 48-36, giving them
in an even further advantage which helped them secure the 13-point victory on the road.
Brandon Knight led the Bucks again in this one. He went 6-for-14 from the field and 1-
for-3 from beyond the arc to score 17 points, while also handing out five assists. He’s
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now averaging 21 points per game over his last three games, as he’s consistently been
the offensive leader for this team. Zaza Pachulia also had a strong showing, finishing
with 16 points ( 6-12 FG, 4-4 FT ) and a team-high of 14 rebounds. It marked his second
double-double in a row and fourth on the season, as the inexperienced centers on the
Knicks’ roster weren’t able to limit him. Notching a double-double of his own, Giannis
Antetokounmpo recorded 16 points ( 6-9 FG, 1-1 3Pt, 3-6 FT ) and 12 rebounds. The
12 rebounds matched a season-high, while it was his second double-double of the
season. Coming off the bench for a big night was Kendall Marshall. He went 6-for-8
from the field and 3-for-3 from the free throw line to score 15 points in 20 minutes. The
Knicks really struggled to score without Carmelo Anthony and Amare Stoudemire. Tim
Hardaway Jr led the team as the starting shooting guard, going 6-for-13 from the field
and 3-for-5 from the three-point line to score 17 points, while also adding four assists.
He’s now scored 17 or more points in three out of his last four games, as he has put it
on himself to pick up the slack with other key players sitting out. J.R. Smith also put
together a solid outing as a starter. He finished with 15 points and seven rebounds in
37 minutes. Like Haradaway Jr, he’s also benefitted from other guys sitting out, and has
now combined for 37 points over his last two games. While he didn’t have his best night
defensively, Cole Aldrich scored 12 points ( 6-10 FG ) and grabbed seven rebounds in 19
minutes. The only other Knick to reach double figures in points was Jason Smith, who
came off the bench for 10 points ( 3-11 FG, 4-4 FT ). The Bucks’ next game will be at
home against the Phoenix Suns on Tuesday, while the Knicks will travel to Memphis to
play the Grizzlies on Monday.

Template – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82. Brandon
Knight scored 17 points ( 6-14 FG, 1-3 3Pt, 4-5 FT ) to go with 2 rebounds. Tim Hardaway
Jr. scored 17 points ( 6-13 FG, 3-5 3Pt, 2-4 FT ) to go with 3 rebounds. Giannis Antetok-
ounmpo scored 16 points ( 6-9 FG, 1-1 3Pt, 3-6 FT ) to go with 12 rebounds. Zaza Pachulia
scored 16 points ( 6-12 FG, 0-0 3Pt, 4-4 FT ) to go with 14 rebounds. Kendall Marshall
scored 15 points ( 6-8 FG, 0-2 3Pt, 3-3 FT ) to go with 2 rebounds. JR Smith scored 15
points ( 6-16 FG, 3-7 3Pt, 0-0 FT ) to go with 7 rebounds. The Bucks’ next game will be
at home against the Dallas Mavericks, while the Knicks will travel to play the Bulls.

WS-17 – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82 on Tuesday
at Madison Square Garden in New York. The Bucks got off to a quick start in this one,
out-scoring the Knicks 22-22 in the first quarter alone. The Bucks were able to use a
strong first half, where they out-scored the Knicks 31-18 to seal the victory in front of
their home crowd. The Bucks were the superior shooters in this game, going 46 percent
from the field and 36 percent from the three-point line, while the Knicks went 41 percent
from the floor and just 25 percent from deep. The Bucks were also able to force the
Knicks into 16 turnovers, while committing just 16 of their own. The Bucks were led by
the duo of Greg Monroe and Khris Middleton. Knight went 6-for-14 from the field and
1-for-3 from the three-point line to score a team-high of 17 points, while also adding five
assists and two steals. He’s now averaging 20 points and 8 rebounds on the year. Khris
Middleton also had a solid showing, finishing with 8 points ( 2-6 FG, 1-2 3Pt, 3-3 FT )
and five rebounds. He’s now averaging 16 points and 6 rebounds on the year. The only
other Knick to reach double figures in points was Brandon Knight, who chipped in with
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17 points ( 6-14 FG, 1-3 3Pt, 4-5 FT ) and five assists. The Knicks’ next game will be on
the road against the Cleveland Cavaliers on Friday, while the Knicks will be at home
against the New York Knicks on Friday.

NCP+CC – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82 on Wednes-
day at Madison Square Garden in New York. The Bucks were the superior shooters in
this game, going 46 percent from the field and 25 percent from the three-point line, while
the Knicks went just 41 percent from the floor and a meager 36 percent from beyond the
arc. The Bucks were the superior shooters in this game, going 46 percent from the field
and 25 percent from the three-point line, while the Knicks went just 41 percent from
the floor and a meager 36 percent from deep. The Bucks also forced the Knicks into 18
turnovers, while committing just 11 of their own, which may have been the difference
in this game, as the Bucks forced the Knicks into 21 turnovers, while committing just
11 of their own. The Bucks’ frontcourt did most of the damage in this game. Giannis
Antetokounmpo led the team with 16 points ( 6-9 FG, 1-1 3Pt, 3-6 FT ), 12 rebounds
and two blocked shots, while Middleton had eight points ( 2-6 FG, 1-2 3Pt, 3-6 FT ), five
rebounds and two steals in 22 minutes. It was the first time he’s surpassed the 20-point
mark this season, so it was good to see him get things turned back around. Coming off
the bench, Khris Middleton had eight points ( 2-6 FG, 1-2 3Pt, 3-3 FT ), five rebounds and
two steals in 22 minutes. The Bucks’ next game will be on the road against the Boston
Celtics on Friday, while the Knicks will travel to Brooklyn to play the Nets on Friday.

Heir-k – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82 on Monday.
Milwaukee has won four straight games, and the deeper they get into the season,
the more believable the Bucks’ turnaround under coach Jason Kidd appears to be a
sustainable change. The Bucks gave all five of the bench players they used at least
21 minutes. Giannis Antetokounmpo led the way with a game-high 16 points and 12
rebounds, while Giannis Antetokounmpo had a double-double of his own with 16
points and 12 rebounds. It was an off-night for New York, as the team shot just 41
percent from the field and 36 percent from beyond the arc. Jared Dudley ( 12 ), Kendall
Marshall ( 10 ) and Johnny O’Bryant ( 10 ) round out the six New York players who
scored in double figures. Up next, the Bucks will stay home Wednesday to take on the
76ers, while the Knicks will head to Los Angeles on Saturday to take on the Clippers. As
has been the regular season for the Knicks, but they didn’t have enough swag to win the
Bucks. They will hope to continue their hot start as they take on the Bulls in Madison
Square Garden on Monday. The Bucks will also have a few days off before traveling
to Orlando to take on the Magic on Wednesday. For the Knicks, meanwhile, the Knicks
play their seventh straight loss as they take on the Milwaukee Bucks on Tuesday, in a
total of 15 games.

BartTri+Fact – Summary 2

The Milwaukee Bucks ( 18-17 ) defeated the New York Knicks ( 5-31 ) 95-82 on Wednes-
day at Madison Square Garden in New York. The Bucks got off to a quick start in this
one, out-scoring the Knicks 22-21 in the first quarter and never looking back after that.
They were led by Giannis Antetokounmpo, who finished with 16 points ( 6-9 FG, 1-1
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3Pt, 3-6 FT ) and 12 rebounds in 30 minutes. He also added two assists, two steals and
two blocks. Zaza Pachulia added 16 points and 14 rebounds of his own, while Brandon
Knight chipped in 17 points and five assists in 32 minutes. It was a nice bounce back
game for the Bucks, who had lost four of their last five games coming into Wednesday’s
contest. The Knicks, on the other hand, have now lost three straight games, as they
continue to struggle on offense. They shot just 41 percent from the field and 36 percent
from beyond the arc. Tim Hardaway Jr. was the high-point man for the Knicks, finishing
with 17 points on 6-of-13 shooting, while J.R. Smith added 15 points, seven rebounds
and four assists in 37 minutes. The only other Knick to reach double figures in points
was Willy Hernangomez, who scored 10 points ( 3-11 FG, 4-4 FT ) in 24 minutes off the
bench. Up next, the Bucks will head home Friday to take on the road to play the Bulls,
while the Knicks will travel to Boston on Friday to play against the Celtics.
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